Project proposal
Title: Monitoring system for Airavata 
Abstract of this module: There are lot of microservices running in Airavata and it is very difficult to track which service is having a problem. This tool will help in checking the health, info logs, error logs of each microservice individually in a GUI. Based on this information, it will be easy to track and reproduce any issue.
How this project will fit the Airavata GSoC 2019 Master Project: 
1. It will help in monitoring the Airavata server, track and fix the issues through web UI and this facilitate in addressing the issues quickly.
Timeline:
May 13th – May 24th: Background work on Grafana and Prometheus
May 27th – June 7th: Preparing a list of all microservices and learning about the deployment and the role in the application along with learning new technologies if necessary.
June 7th – June 28th: Developing monitoring with Prometheus and Grafana for at least 3 microservices and overcome related challenges.
July 1st – July 12th: As we have enough knowledge about the microservice and the project setup is ready, developing monitoring for other microservices must be done during these days.
July 12th – August 2nd: Trying to break monitoring tool and fix the issues. 
Deliverables:
1. <Need to discuss and fill this section>
Milestones: 
    The below tasks can be broken into more detail while working. 
1. May 27th – June 7th
a. Preparing a list of microservice which are to be monitored
b. Learning the about each microservice
i. Nature of execution and deployment
c. Checking the feasibility of Prometheus, Grafana with Airavata and making architectural changes if needed.

2. June 7th – June 14th
a. [bookmark: _GoBack]Adding necessary code structure to airavata-django-portal to accommodate the monitoring tool related code. If needed, can create a separate project structure for the monitoring tool alone.
b. Develop monitoring service for 1 microservice and seek feedback to improve the monitoring tool.
3. June 17th – June 28th
a. Develop monitoring service for 2 microservices along with test cases
b. Overcome issues which might be encountered while working on the monitoring and 2-3 days of buffer time to handle any spill overs.
4. July 1st – July 12th 
a. Developing the monitoring for rest of the micro services along with test cases.
5. July 15th – July 26th 
a. Testing the application by monitoring the application in dev and test environments.
b. Fixing the issues which are raised during the testing.
6. July 29th – August 9th 
a. Documentation and buffer time to handle any unexpected delays in the project.
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