Notes from Conf Call with Paul Patel, Dave Boyes and Scott (from Star Inc)

Paul - described what we’ve done last year and so far in the info gathering….

Dave - they’ve done that….

CP separates Linux machines as separate systems.  Each has independent cache.  Linux has it’s own caching method in each machine.  There is sequencing that needs to happen.  

2nd  - across multiple images – a uniform authentication model needs to be there.  

Paul – we were going to use NIS servers

Dave – that would work, but there are other solutions…

Caching is the trickiest – there are so many levels…  with an unmodified SUSE or Redhat kernel, you can’t turn off Linux caching.  You end up with the way Sun does a diskless client.  Each system would boot off a private copy of  /boot.  They would mount specifically as r/o or r/w.  It is set in the CP directory and in FS tab.  When you link the disk in the cp, you should be linking as SR.  CP will then keep a stable block cache.  This works.  If you change the disk out from under it, it will cache the blocks and maintain some visibility.  The underlying disk may have changed, but you don’t break what is running.  In the FS tab make sure they mounted r/o 0 0, which tells the system, don’t try to check this disk.

That is some of the common code piece.  The id authentication has many ways.  Kerberos or LDAP work well, especially with a very large farm.  NIS runs out of ids quickly.  You need security.  Kerberos is good for security.  Use AFS over NFS – it knows what to do with the Kerberos ids.  NFS does not work well with Kerberos.  It also has the architecture specific stuff.  If you need platform neutral, can have the correct architecture.  The ATSYS, tells who you are.  If you put that in a symbolic link, that works.  AFS works well with 390, especially for backup.  

Christy - How do you backup?

We put a 3490 on one machine or one of the AFS file servers (AFS has a CMS component).  It does logical and physical.  Tivoli is not … optimal.  Amanda is also a backup software.  It can go to different tape drives (outside VM).  You can use both Amanda or the AFS CMS component.  Vmbackup is expensive….  But it works.  

AFS also has a r/o mount.  You can partition.  That makes building client systems easier.  You can move all the system binaries into AFS.  All the footprints for a server or whatever, drops from 1500 cylinders to 14.  All you need is a kernel and just enough code to get to the address space.  Everything else can come from an AFS space.  The drawback was network latency, but hipersockets fixes that…  The only thing you define to the client is a boot, a vdisk to page and the rest goes to an AFS space.  It also relieves the problem of shutting down servers to add space.  You can have as many AFS servers as you want.  That’s the most successful system we’ve used.  Everything is not in a specific machine.  Don’t need to worry about network stuff.  

It also adds security.  It is a very auditable environment.

A 3rd way, if you use LDAP or have a client that wants it badly, you can do the same kind of thing with NIS with LDAP.  You can use X509 principles or a locator for a Kerberos system.  It’s very flexible and if they have an attraction to MS products, that works.  It is slower due to MS, but possible.  It does active directory, but it’s a pig.

Rich Iacona is an IBM rep – Dave does a lot of server consolidation for IBM, working with Rich.  Amex was used as an example for another client that Dave was working on.    

Dave’s original customer has 1600 machines going.  They have three development centers – doing a common file system across sites.  This allows it to do it securely.  Morgan Stanley is using it.  Financial institutions are using it.  

3.5 and 4.02 Websphere works with this.  The have applications running on AIX boxes also combined with this.  WAS just sits out there.  There’s an exit that calls FASL (?).  WAS asks the operating system for details.  If you use the database stuff with WAS, it gets complicated.

Can talk to Rodney Ogata – Dave has an open contract with IBM.  Would be billable, but we can call them to get details…

Use guest LANs….  Run Z/VM 4.3 on an LPAR… Virtual hipersockets will work on a G6 processor, with a VM 4.3 CP.  Create separate guest LANs, on for the front side, define virtual NIC’s, and assign an IP address and go.  They have used OSA’s in the past but don’t like the performance.

There is a problem with bridging layer 2 devices into VLANs…  (They found GIG OSA’s to be worse than 100M OSA’s.)

In the OSA LCS driver, you can extent the number of queued I/O buffers.  Use  OSATXBUFF and OSARXBUFF – increase these by 5, better throughput, even in LCS mode.  Go from 4k to 64k.  

Turn one Linux into a router or bridge on VM 4.3 with hipersockets or a guest LAN.  Need current buckets and APARS for VM 4.3 for this to work.

You will need a support contract for SUSE.  You need a patch to the device driver for guest LANs to work.  Redhat is not up to speed… (  

You can go to the Linux community development system and get an id to play with.  It’s based out of Gaithersburg.  It’s on the public net.  www.ibm.com/linux is the entry for it there.  They have a ZX7 G6 – big box…  

Or, you can look for a spare Intell box with at least 2 CPUs, 700Mhz, 1G of RAM, and run Hercules.   VM will run well on that.  Guest LANs work, OSA emulation works,  even with a desktop PC – 390 stuff, not VM..

Rich Iacono – knows procurement… (  maybe contact him.  Iacono@us.ibm.com -  or Claudia Duncan cbduncan@us.ibm.com
Rich is the IGS executive that supports AMEX.  He has the project to consolidate servers.

