
1. Followed the link,  https://access.redhat.com/solutions/3067
With pacemaker
NOTE: clvmd is not supported with HA-LVM when using Pacemaker in RHEL 6. See the below Tagging Variant for instructions on using HA-LVM with Pacemaker
HA-LVM Tagging variant
With Pacemaker
Method:
1) On every node in the cluster, configure a volume_list in /etc/lvm/lvm.conf that only contains local volume groups that are not shared by cluster nodes. There is no need to include a tag matching the node name as was required for rgmanager configurations. Example configuration:
volume_list = [ "VolGroup00" ]
2) On every node in the cluster, ensure that locking_type=1 in /etc/lvm/lvm.conf, and that the volume group does not have the "clustered" attribute enabled (It can be disabled with vgchange -cn <volume group>). clvmd is not supported for exclusive LVM resources
3) On every node in the cluster, remake the initramfs for the current kernel version
       4) On one node, create an exclusive LVM resource using pcs. For example:
# pcs resource create my_lvm_resource LVM volgrpname=my_vg exclusive=true
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2.  Followed the link https://access.redhat.com/solutions/1408833#rhel7
RHEL 7
System configuration
Configure locking_type = 3 in /etc/lvm/lvm.conf, and create a clvm clone resource to control starting and stopping of clvmd.
Volume management
Shared volume groups for GFS2 file systems: Create cloned LVM resource with exclusive=false (the default value). Check that the clustered ('c') attribute is enabled for each of these volume groups in the output of vgs, and enable that bit with vgchange -cy <vg> for any of these shared volume groups that do not yet have it set.
Shared volume groups to be used on a single node at a time: Create an LVM resource in the pacemaker configuration for each of these volume groups that will only be accessed in an active/passive manner, using resource attribute exclusive=true. Enable the cluster flag with vgchange -cy <vg> .These volume groups should not be cloned LVM resource.
*************************************************

3. Followed the link, https://access.redhat.com/solutions/530223
Active/Active LVM
clvmd is fully supported in conjunction with Pacemaker in active/active configurations. In other words, if volumes need to be active concurrently on multiple nodes, then set locking_type=3 in /etc/lvm/lvm.conf and activate the "clustered" flag on the volume group with vgchange -cy <volume group>. If desired, active/active volume groups can be managed by the cloned LVM resource with exclusive=false:
# pcs resource create my_vg LVM volgrpname=my_vg exclusive=false clone




